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ABSTRACT 

The aim of this research work is to design and development of an approach for improves cyber-attack detection mechanism. Growth of 

information system is increasing the data size and attention of intruders now days. Intrusion Detection System (IDS) as the security 

technique and is widely used against intrusion. Researchers use Data Mining and Machine learning techniques in cyber-attack 

detection research area. Recently, many machine learning methods have also been useful to obtain high detection rate and accuracy.  

KDD Cup 99 dataset used for attack detection system. Shortcoming of all those techniques is low detection rate and high false alarm 

rate. The purpose of this paper is to review the various attack detection model based on machine learning technique and propose 

classification framework model based on decision tree at cloud platform. This model improves the classification performance. The 

Proposed work is tested on basis of Accuracy.  
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1. INTRODUCTION 

The information security research that has been the subject 
of much attention in recent years is that of cyber-attack 
detection systems. As the cost of information processing 
and internet accessibility falls, organizations are becoming 
increasingly vulnerable to potential cyber threats such as 
network cyber-attacks. So, there exists a need to provide 
secure and safe transactions through the use of firewalls, 
Cyber Attack Detection Systems (CADSs), encryption, 
authentication, and other hardware and software solutions. 
However, completely preventing breaches of security 
appear, at present, unrealistic. Efforts can be made to detect 
these attacks attempts, so that action may be taken to repair 
the damage later. This field of research is called Cyber 
Attack Detection. System vulnerabilities and valuable 
information magnetize most attackers’ attention. 
Traditional intrusion detection approaches such as firewalls 
or encryption are not sufficient to prevent system from all 
attack types. The number of attacks through network and 
other medium has increased dramatically in recent years. 
Efficient intrusion detection is needed as a security layer 
against these malicious or suspicious and abnormal 
activities. Thus, intrusion detection system (cyber-attack) 
has been introduced as a security technique to detect 
various attacks. IDS can be identified by two techniques, 
namely misuse detection and anomaly detection. Misuse 
detection techniques can detect known attacks by 
examining attack patterns, much like virus detection by an 
antivirus application. However, they cannot detect 
unknown attacks and need to update their attack pattern 

signature whenever there are new attacks. On the other 
hand, anomaly detection identifies any unusual activity 
pattern which deviates from the normal usage as intrusion. 
Although anomaly detection has the capability to detect 
unknown attacks which cannot be addressed by misuse 
detection, it suffers from high false alarm rate. In recent 
years, and interest was given into machine learning 
techniques to overcome the constraint of traditional 
intrusion techniques by increasing accuracy and detection 
rates. New machine learning based IDS is used in our 
detection approach. Boost the performance of IDS and the 
low false alarm rate. 

A. Data Mining 

Data Mining is defined as the technique of extracting 
information or knowledge from huge amount of data. In 
other words, we can say that data mining is mining 
knowledge from large data. 

B. Machine Learning Technique 

When a computer needs to perform a certain task, a 
programmer’s solution is to write a computer program that 
performs the task. A computer program is a piece of code 
that instructs the computer which actions to take in order to 
perform the task. The field of machine learning is 
concerned with the higher-level question of how to 
construct computer programs that automatically learn with 
experience. A computer program is said to learn from 
experience E with respect to some class of tasks T and 
performance measure P, if its performance at tasks in T, as 
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measured by P, improves with experience E Thus, machine 
learning algorithms automatically extract knowledge from 
machine readable information. In machine learning, 
computer algorithms (learners) attempt to automatically 
distill knowledge from example data. This knowledge can 
be used to make predictions about novel data in the future 
and to provide insight into the nature of the target concepts 
applied to the research at hand, this means that a computer 
would learn to classify alerts into incidents and non-
incidents (task T). A possible performance measure (P) for 
this task would be the Accuracy with which the machine 
learning program classifies the instances correctly. The 
training experiences (E) could be labeled instances. 

2. RELATED WORK:  

Security of Information is main important issue in modern 
Information system. Internet attacks are rising day by day 
and there have been different attack detection methods 
accordingly. 

Intrusion detection systems have been using all along with 
the data mining and machine learning techniques to detect 
intrusions. In this survey discuss the data mining, cloud 
computing and machine learning technique which is used 
to develop the act of intrusion detection system. 

Traditional Intrusion detection system using data mining 
and machine learning techniques are work on information 
system they are not working on cloud environment. Here 
give some literature about Intrusion detection system and 
using cloud for classification with machine learning 
techniques.  Multiple choices of cloud computing models 
are available for different work load management, 
performance and computational requirements. The popular 
statistical tools and environments like Octave, R and 
Python are now embedded in the cloud as well [5].  

Authors [3] worked on IDS for web proxy, taking 
inspiration from Intrusion Detection Systems that make use 
of machine learning capabilities to improve anomaly 
detection accuracy, this paper proposes that cloud-based 
machine learning can be used in order to detect and classify 
web proxy usage by capturing packet data and feeding it 
into a cloud based machine learning web service. 

Authors [23] said about the cloud-based attack system. 
Authors add new valued feature to the cloud-based 
websites and at the same time introduces new threats for 
such services. DDoS attack is one such serious threat. 
Covariance matrix approach is used in this article to detect 
such attacks. The results were encouraging, according to 
confusion matrix and ROC descriptors. 

In this research work authors [24] find that the results of k-
means clustering showed that a higher efficiency rate is 
achieved when the correct number of clusters is applied, 
and increasing or decreasing the cluster beyond the 
number of data types only lessens the efficiency of the 
model. 

In research paper [25], authors used novel feature 
reduction-based machine learning algorithms for detecting 
anomalous patterns in the recently provided dataset. High 
accuracy of 86.15 percent has been achieved. For large 
datasets, it is very critical to have a lesser number of 

features with the best accuracy results. Author’s able to 
reduce the number of features from 49 to 37 using the novel 
Variance Threshold method. The results obtained are 
encouraging and in future distributed Machine Learning 
Algorithms can be applied to do the faster computation for 
large datasets. 

In research [26] author’s proposed feature selection 
methods using AR and compared it with three feature 
selectors CFS, IG, and GR. The experiment shows the 
detection rate of our method is higher than the detection 
rate of full data and is also as highly as detection rate of 
other methods. Also, false alarm rate is lower than full data 
and is as low as false alarm rate of other methods. 

3. KDD CUP 99 DATA SET:  

Since 1999, KDD’99 [11] has been the most wildly used data 
set for the evaluation of anomaly detection methods. This 
data set is organized by Stolfo et al. [11] and is related to 
the data captured in DARPA’98 IDS evaluation program. 
DARPA’98 is about 4 gigabytes of packed together raw 
tcpdump data of 7 weeks of network traffic, which can be 
processed into about 5 million connection records, each one 
with about 100 bytes. The two weeks of test data have 
approximately 2 million connection records. KDD training 
dataset have approximately 4,900,000 single connection 
vectors each of which have 41 features and is labeled as 
either normal or an attack, with exactly one specific attack 
type. The virtual attacks fall into one of the following 
categories:  

1) Probing Attack: is an attempt to gather information 
about a network of computers for the apparent reason of 
circumventing its security controls. The intruder attempts 
to gather information about potential target computers by 
scanning for vulnerabilities in software and configurations 
that can be exploited. This includes password cracking, 
port scanning. 

2) User to Root Attack (U2R): is a class of exploit in which 
the attacker have right to use to a normal user account on 
the system (maybe gained by sniffing passwords, a 
dictionary attack, or social engineering) and is able to make 
use of some vulnerability to gain root access to the system. 
e.g. guessing password;  

3) Remote to Local Attack (R2L): take place when an 
attacker who has the capability to send packets to a 
machine over a system but who does not have an account 
on that machine make the most of some vulnerability to 
gain local access as a user of that machine.  

4) Denial of Service Attack (DoS): is an attack in which the 
invader makes some computing or memory resource too 
busy or too full to handle legal requests, or denies 
legitimate users access to a machine. The general purpose 
of DoS attacks is to disrupt some service on a host to 
prevent it from dealing with certain requests. This may be a 
step in a multi-stage attack, such as the Mitnick attack 
which is described below, or to be destructive  

Feature selection 

Due to the large amount of data flowing over the network 
real time intrusion detection is almost impossible. Feature 
selection can reduce the computation time and model 
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complexity. Research on feature selection started in early 
60s [11]. Basically feature selection is a technique of 
selecting a subset of relevant/important features by 
removing most irrelevant and redundant features from the 
data for building an effective and efficient learning model 
[11].A number of feature selection algorithms are proposed 
by various authors. Attribute evaluator is basically used for 
ranking all the features according to some metric. 

4. PROPOSED WORK 

Some research in machine learning community has 
addressed the strategy for improve the performance of 
cyber-attack detection system. Intrusion Detection Systems 
(IDSs) are designed to defend computer systems from 
various cyber-attacks and computer viruses. IDSs build 
effective classification models or patterns to distinguish 
normal behaviors from abnormal behaviors that are 
represented by network data. To classify network activities 
as normal or abnormal while minimizing misclassification. 
To defend computer systems from various cyber-attacks 
and computer viruses. In this approach we proposed a 
classification framework model that uses the machine 
learning technique for classification.  

5. ARCHITECTURE OF THE PROPOSED 

CLASSIFICATION MODEL 

In Architecture of the proposed model shows that in NSL 
Dataset. Firstly, we are applying preprocessing technique 
and get preprocessed dataset now we are using feature 
selection technique in preprocessed data.   

 

Figure 1. Architecture of the system 

Now   going to classification part and determine the 
training and testing data in very short period after that 
applying classification technique in trained data and 
evaluate the result. Same procedure is applying in different 
machine learning classifier and measure result.  

Parameter of the performance measures in the terms of 
high detection rate, low false alarm rate, less training and 
testing time, and high accuracy. 

6. RESULT ANALYSIS  

Following fundamental definition and formulas are used to 
estimate the performance of the classifier: accuracy rate 
(AR) and Error Rate (ER). 

True Positive: When, the number of found instances for 
attacks is actually attacks. 

False Positive: When, the number of found instances for 
attacks is normal. 

True Negative: When, the number of found instances is 
normal data and it is actually normal. 

False Negative: When, the number of found instances is 
detected as normal data but it is actually attack. 

The accuracy of IDS classifier is measured generally on 
basis of following parameters: 

Detection Rate: Detection rate refers to the percentage of 
detected Attack among all attack data. 

False Alarm rate: False alarm rate refers to the percentage 
of normal data which is wrongly recognized as attack.  

7. CONCLUSION 

In this paper, Machine Learning technique has been 
proposed in terms of accuracy, and accuracy for four 
categories of attack under different percentage of normal 
data. The purpose of this proposed method efficiently 
classifies abnormal and normal data by using very large 
data set and detect intrusions even in large datasets with 
short training and testing times.  Most importantly when 
using this method redundant information, complexity with 
abnormal behaviors is reduced. With proposed method we 
get high accuracy for many categories of attacks and 
detection rate with low false alarm. The proposed method 
results compare with other machine learning technique 
using intrusion detection to improve the performance of 
intrusion detection system. Experimental results and 
analysis show that the proposed system gives better 
performance in terms of high detection rate, low false alarm 
rate, less training and testing time, and high accuracy.  
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