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Abstract - In India and all over the world chronic kidney disease
(CKD) is an increasing and serious disease impacting public
health. The symptoms of CKD are often appearing too late and
many patients inevitably face pain and expensive medical
treatments. The ultimate treatment is frequent dialysis or Kidney
transplant. Early detection of disease through symptoms can
prevent the disease progression by referral t0 appropriate health
care services. Now days, Machine Learning (ML) techniques
have been widely used in healthcare sector. ML techniques can
help in identifying the potential risk by discovering knowledge
from medical reports of patient. Thus helps in preventing the
disease progression. Several models for detecting the risk of
CKD, proposed in the literature are based on Data Mining (DM)
techniques. The use of cloud platforms for data mining tasks is
new research area in the field of ML. Several literature and use
of platforms confirms a considerable performance improvement
in running ML tasks. This research aims at developing a Cloud
based Predictive Model t0 detect the possibilities of CKD and its
progression in  patients With some health issues like
hypertension and diabetes. The proposed model can help
physicians to recognize patients at risk and prescribe the
treatments and lifestyle changes. The model is trained and
tested on the CKD data provided on UCI repository and it is
deployed on Microsoft Azure ML platform. The model is built
using two algorithms: Two classes Boosted decision tree and
two class deep support vector machines. The model built over
boosted decision tree algorithm has highest prediction accuracy.
The model can also be used to test and predict risk on any
unknown data. The results obtained from proposed model are
compared with basic benchmark classifiers. Furthermore, the
experimental evaluation shows that the proposed work has the
potential t0 get better prediction accuracy to deal with disease
risks. The work provides potential and future research
directions for predicting the risk of other such diseases.
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I.  INTRODUCTION

The health care sector of the world is the most promising
sector nowadays, due to pandemic. Medical Instruments,
Medicines, hospital facility, and other required things are
lacking everywhere. In this bad situation, it is required to
enhance medical technology and its related research.
Chronic kidney disease (CKD) poses a serious burden of
disease worldwide with substantially increasing number of
patients being diagnosed. According to the study [1]

published in 2018 Global Burden of Disease study data and
methodologies to describe the change in burden of CKD
from 1990 to 2016 involving incidence, prevalence, death,
and disability-adjusted-life-years (DALYS). Globally, the
incidence of CKD increased by 89% to 21,328,972,
prevalence increased by 87% to 275,929,799, death due to
CKD increased by 98% to 1,186,561, and DALYsS
increased by 62% to 35,032,384. Figure 1.1 showing the
Google search results for CKD [2]. Also, the cost related to
CKD care is too high. So early detection and identification
of patients with increased risk of developing CKD on the
basis of symptoms can improve care by preventive
measures to slow disease progression and timely initiation
of nephrology care.

CKD is a known common disease, seen by the
nephrologists, specialists and practitioner in other fields
also.

Enormous complex data is being regularly received by
healthcare division about diseases, treatment, patients,
medical equipments, hospitals and claims etc. The data
requires processing for extraction of knowledge. Data
Mining is predominantly helpful in healthcare domain
when it is difficult to deal a disease with particular
treatment option. DM comprise of efficient techniques and
tools to apply on healthcare data for making appropriate
decisions towards taking preventive measures and
predicting risks of disease.

Il. LITERATURE REVIEW

The research paper [1] authors employ experiential
analysis of ML techniques for classifying the kidney
patient dataset as CKD or NOTCKD. Seven ML
techniques together are utilized and assessed using
distinctive evaluation measures such as mean absolute
error (MAE), root mean squared error (RMSE), relative
absolute error (RAE), root relative squared error (RRSE),
recall, F-measure and accuracy. The
experimental outcomes accomplished of MAE are 0.0419
for NB, 0.035 for LR, 0.265 for MLP, 0.0229 for J48,
0.015 for SVM, 0.0158 for NB Tree and 0.0025 for
CHIRP. Moreover, experimental results using accuracy
revealed 95.75% for NB, 96.50% for LR, 97.25% for MLP,
97.75% for J48, 98.25% for SVM, 98.75% for NB Tree,
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and 99.75% for CHIRP. The overall outcomes show that
CHIRP performs well in terms of diminishing error rates
and improving accuracy.

In paper [2] prediction is performed using Naive Bayes
Classifier and K-Nearest Neigbour algorithm. The data
used is collected from the UCI Repository with 400 data
sets with 25 attributes. This data has been fed into
Classification algorithms. The experimental results show
that Naive Bayes Algorithm gives an accuracy of 96.25%,
whereas KNearest Neigbour came up with an accuracy of
100%.

In this paper [3], we conduct the statistical analysis,
Machine Learning (ML) and Neural Network application
on clinical data set of Uddanam CKD for prevention and
early detection of CKD. As per statistical analysis we can
prevent the CKD in the Uddanam area. As per ML analysis
Naive Bayes model is the best where the process model is
constructed within 0.06 seconds and prediction accuracy is
99.9%. In the analysis of NNs, the 9 neurons hidden layer
(HL) Artificial Neural Network (ANN) is very accurate
than other all models where it performs 100% of accuracy
for predicting CKD and it takes the 0.02 seconds process
time.

This paper review paper [4] the machine learning (ML),
deep learning (DL) and other intelligent cloud based
diagnosis models for the three disecases. A detailed
introduction to the cloud based healthcare system is also
provided. Besides, the reviews of the techniques are made
with respect to aim, underlying technique, diagnosed
disease and experimental results. At the end of the survey,
a detailed comparative study has also been made to
examine the possible future work for the readers.

The authors [12] synthesized systematic reviews of risk
prediction models for CKD and externally validated few
models for a 5-year scope of disease onset. Authors worked
on ~234 k patients’ data of UK. Seven relevant CKD risk
prediction  models identified. All  models
distinguished well between patients developing CKD or
not, with Receiver Operating Characteristic curve (ROC)
around 0.90. But, it is concluded that most of the models
were poorly calibrated and substantially over-predicting the
risk.

WweEre

The authors [13] predicted CKD using two classification
techniques: Naive Bayes and Artificial Neural Network
(ANN). The experiment is conducted using Rapidminer
tool over dataset containing 400 instances with 25
attributes including class. The dataset from UCI repository
[4] is used. The results [27] revealed that Naive Bayes
produced more accurate results than ANN.

In study [14] CKD is diagnosed with Adaboost Ensemble
Learning (EL) method. For diagnosis Decision tree based
classifiers is used. The classifier performance is evaluated

using several metrics including area under curve
(AUC).The main observation of paper [5] is that Adaboost
EL method provides better performance than individual
classification. The dataset from UCI repository [4] is used.

I11. PROPOSED PREDICATION MODEL

In this research work a cloud based prediction model is
proposed, to detect the possibilities of CKD and its
progression in patients with some health issues like
hypertension and diabetes, is proposed and implemented.
The models are trained and tested on the CKD data
provided on UCI repository [8] and it is deployed on
Microsoft Azure ML platform. The proposed model
offered in this work (refer Figure 3.1), actually employs
Two class boosted decision tree and Two class deep
support vector machine learning algorithm. The model
built over Boosted decision tree algorithm has highest
prediction accuracy. The model can also be used to test and
predict risk on any unknown data. For faster evaluation and
lesser overall time cloud platform is used. The dataset
requires pre-processing for converting it into a suitable
format for getting highly accurate results within smaller
time. The pre-processing methods affect a lot in final
evaluation results of ML model. It is a good practice to
apply such processes on raw data. After applying suitable
pre-processing techniques, a method is applied to
overcome the missing wvalues. The ‘Missing Value
Scrubber’ is applied to deal with missing values.
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In the next step dataset is split into two subsets known as
training and testing set. Generally a small part of dataset is
chosen to train the classifier/model. The ratio 40: 60 i.e.
train: test is used for this work.

To build the model various ML algorithms are applied and
tested iteratively in the next step and best model is
determined. The ML methods involving mathematical
models and statistical analysis like regression analysis or
more complex approaches like Decision Trees and Neural
Network algorithm to the data are to be applied to fulfil the
purpose Of Prediction. The best model based on ML
methods is preferred by data scientist to decide many
aspects t0 generate more useful results.

In the proposed Prediction model, the Boosted Decision
Tree Algorithm along with other Modules is applied for
better accuracy and faster evaluation.
Application of Boosted Decision Tree Algorithm provides
better data classification better Prediction accuracy than
other models like LR. The Prediction classifier (model) is
deployed and tested using test set.

Prediction

IV. DATASET DESCRIPTION

In various research papers authors used the dataset for
experiment purpose. CKD dataset from UCI ML repository
[8] is used. The dataset includes 400 instances with 24
attributes and a class attribute. The CKD dataset used in
this study is taken from the UCI Machine Learning
Repository [8]. The data was donated by Soundarapandian
et al. and collected for nearly 2-month period. The dataset
comprise of 400 samples represented by 11 numeric and 10
nominal attributes and a class descriptor which is also
nominal. Out of 400 samples, 250 samples belong to the
CKD group, and the other 150 samples belong to the non-
CKD group. Details are given in table 4.1

Table 4.1.

Details
Chronic Kidney Disease (CKD)

UCI Machine Learning

Description

Dataset Name

Source .
Repository

No. of Instances 400
No. Of attributes 24

Classes {Ckd, Notckd}
L Ckd 250
Class Distribution
Notckd 150

Missing Values Yes

V. EXPERIMENT SETUP

The experiment has done on the Microsoft azure cloud
platform. Microsoft provides ML Workspace with ML

studio, ML Gallery and ML Web Service Management.
The studio is a graphical tool for ML tasks from start to
finish. It includes: various data pre-processing modules; a
bunch of ML algorithms; An APl to access model
deployed on Azure. The Studio enables import of datasets,
pre-processing methods, ML techniques and more onto its
design interface.

Chronic prediction

Figure: 5.1 Prediction model on Azure ML studio

Before executing chief experimental steps the dataset is
uploaded. The main experimental steps that are followed
are given in below and represented in Figures 5.1

1. Pre-process the dataset. The step is discretionary if data
is already pre-processed. Here missing values in the
datasets are handled.

2. Split dataset into training (40%) and testing (60%) set.
the split is of 40% for training and 60 % for testing.

3. In train model we need to set the target attribute in
column selector so that the datasets can be trained and
classification can be done on basis of selected attribute.

4. Apply ML Algorithm to Train the model. This process is
repetitive as we have to discover the best ML algorithm for
certain tasks. In this work Two Class Boosted Decision
Tree and Two classes neural network algorithm is applied
on full dataset.

5. Tune model module is required to tune the parameters of
algorithms. This is optional for some algorithms/models.

6. Apply “Score Model” module, to Score both the
Classifiers built. Test dataset is supplied to this module, so
that the model built will classify the data instances. The
proposed Model and model based on MLR are scored with
standard metrics.

7. Apply “Evaluate Model” module to compare both the
models. To speed up the process of evaluation various
scripts can be applied. The results visualization can be
done in various ways including confusion matrix.

8. Run the experiment. The proposed model has been run
properly and performing better in terms of accuracy.

9. The evaluated results are compared and analysis is
presented in result analysis. The results show that the
proposed model is better in terms of overall accuracy
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precision and other parameters also including False
Positive rate.

VI. RESULT ANALYSIS

In this research work the evaluation metrics that taken into
account are Model’s ‘Prediction Accuracy’ and Precision.
The proposed models are achieving good prediction
accuracy and precision. Among both the models Boosted
decision tree algorithm is performing well as shown in
Table 6.1

Table 6.1: Results: Prediction Accuracy and Precision

Predicti .
Models rediction Precision
Accuracy
Boosted Decision Tree 100 0.01
Neural Network 97.9 0.94

Figure 6.1 show the confusion matrix for boosted decision
tree algorithms
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Figure 6.1 Confusion Matrixes for Boosted Decision Tree

Graphical representation of Accuracy and Precision is
shown in Figure 6.2
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Figure 6.2 : Accuracy and Precision Graph

The confusion matrix actually demonstrates 04 parameters:
True Positive (TP), False Positive (FP), True Negative
(TN) and False Negative (FN). Through Confusion Matrix,
it is evident the FP rate is also less with the proposed
model. False Positive rate signifies the rate of identification
of normal patients as suffered from CKD. Figure 6.3

represent the graph between false positive and true

negative.
100 7
90 -
80 -
70 -
60 - B Prediction
50 - Accuracy

40 A
30 1
20
10

M Precision

Boosted Neural Network

Decision Tree

Result 6.3: Graph of False Positive and True Negative
VII. CONCLUSION

The main contributions of this research are: A generalized
prediction model for CKD risk detection is proposed. The
implementation of proposed prediction model using Azure
(Machine Learning) platform is demonstrated. The model
is having utility in healthcare domain. Data Mining, CC,
Machine Learning (ML), and DM over Cloud are
discussed. The importance of Prediction analysis in
dreaded disease prediction is studied and requirement of
cloud platforms for investigating big datasets is
established. The proposed model is independent of
computational resource limitations. Few Cloud based ML
frameworks for disease data classification is surveyed.
Microsoft Azure based ML Environment is studied and
explained briefly. The proposed cloud based Prediction
model based on ‘Boosted Decision Tree’ and is compared
with a benchmark model ‘Neural Network® and evaluated
for its effectiveness in terms of class wise predicted
Classification Accuracy. Nowadays data comes with three
attributes: Volume, Velocity and Variety and such data is
termed as Big Data. The number of issues arises while
dealing with huge amount of data is scaling and reliable
analysis of data. Also, the ML algorithms do not scale well
on single system, whereas cloud platforms provide scope to
scale the algorithms on big data also. The work proposed
here can provide potential approach for addressing multi-
class classification problems. The proposed Risk Prediction
model can be extended as clinical screening toolkit for
early prediction of CKD to check the progression of
disease for following proper preventive measures. Several
classification and prediction models have been proposed to
check CKD onset, but either they are not utilized well or
performs over-prediction. This work demonstrates the
CKD risk prediction in people. The proposed work will
definitely provide significant insight into risk prediction for
other diseases also. The model can be further tested for
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more parameters and extended for batch prediction by
supplying huge dataset.
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