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Abstract: This research work aims in design and development 

of technique for improved intrusion detection using machine 

learning technique. Due to growth of information system data 

size and intrusion attention increased day by day. Intrusion 

Detection System (IDS) as the security technique and is widely 

used against intrusion. Many researchers use Data Mining and 

Machine learning techniques in this area. Recently, many 

machine learning methods have also been useful to obtain high 

detection rate and low false alarm rate.  NSL KDD dataset used 

for intrusion detection system. Shortcoming of all those 

techniques is low detection rate and high false alarm rate. The 

purpose of this paper is to propose IDS framework model based 

on machine learning technique. This model improves the 

classification performance of tree classifier. The Proposed 

work is tested on basis of Accuracy, Error rate, Detection rate 

and False Alarm rate.  

Keywords- Intrusion Detection System, Classification, 

Machine learning technique, NSL KDD Dataset. 

I. INTRODUCTION 

The information security research that has been the 

subject of much attention in recent years is that of 

intrusion detection systems. As the cost of information 

processing and internet accessibility falls, organizations 

are becoming increasingly vulnerable to potential cyber 

threats such as network cyber attacks. So, there exists a 

need to provide secure and safe transactions through the 

use of firewalls, Cyber Attack Detection Systems 

(CADSs), encryption, authentication, and other hardware 

and software solutions. However, completely preventing 

breaches of security appear, at present, unrealistic. Efforts 

can be made to detect these attacks attempts, so that action 

may be taken to repair the damage later. This field of 

research is called Cyber Attack Detection. System 

vulnerabilities and valuable information magnetize most 

attackers’ attention. Traditional intrusion detection 

approaches such as firewalls or encryption are not 

sufficient to prevent system from all attack types. The 

number of attacks through network and other medium has 

increased dramatically in recent years. Efficient intrusion 

detection is needed as a security layer against these 

malicious or suspicious and abnormal activities. Thus, 

intrusion detection system (cyber attack) has been 

introduced as a security technique to detect various 

attacks. IDS can be identified by two techniques, namely 

misuse detection and anomaly detection. Misuse detection 

techniques can detect known attacks by examining attack 

patterns, much like virus detection by an antivirus 

application. However they cannot detect unknown attacks 

and need to update their attack pattern signature whenever 

there is new attacks .On the other hand, anomaly detection 

identifies any unusual activity pattern which deviates from 

the normal usage as intrusion. Although anomaly 

detection has the capability to detect unknown attacks 

which cannot be addressed by misuse detection, it suffers 

from high false alarm rate .In recent years, and interest 

was given into machine learning techniques to overcome 

the constraint of traditional intrusion techniques by 

increasing accuracy and detection rates. New machine 

learning based IDS is used in our detection approach. 

Boost the performance of IDS and the low false alarm 

rate. 

A. Data Mining 

Data Mining is defined as the technique of extracting 

information or knowledge from huge amount of data. In 

other words, we can say that data mining is mining 

knowledge from large data. 

B. Machine Learning Technique : 

When a computer needs to perform a certain task, a 

programmer’s solution is to write a computer program that 

performs the task. A computer program is a piece of code 

that instructs the computer which actions to take in order 

to perform the task. The field of machine learning is 

concerned with the higher-level question of how to 

construct computer programs that automatically learn with 

experience. A computer program is said to learn from 

experience E with respect to some class of tasks T and 

performance measure P, if its performance at tasks in T, as 

measured by P, improves with experience E Thus, 

machine learning algorithms automatically extract 

knowledge from machine readable information. In 

machine learning, computer algorithms (learners) attempt 

to automatically distill knowledge from example data. 
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This knowledge can be used to make predictions about 

novel data in the future and to provide insight into the 

nature of the target concepts applied to the research at 

hand, this means that a computer would learn to classify 

alerts into incidents and non-incidents (task T). A possible 

performance measure (P) for this task would be the 

Accuracy with which the machine learning program 

classifies the instances correctly. The training experiences 

(E) could be labeled instances. 

II. RELATED WORK 

Author [1] says common problem of IDS that are high 

false positives and low detection rate. An unsupervised 

machine learning using k-means was used to propose a 

model for Intrusion Detection System (IDS) with higher 

efficiency rate and low false positives and false negatives. 

The NSL-KD data set was used which consisted of 25,192 

entries with 22 different types of data.  

In [2], the author said performance of a Machine Learning 

algorithm called Decision Tree is evaluated and compared 

with two other Machine Learning algorithms namely 

Neural Network and Support Vector Machines which has 

been conducted by A.. From the experiments conducted, it 

was found that the Decision tree algorithm outperformed 

the other two algorithms. Compare the efficiency of 

Neural Networks, Support Vector Machines and Decision 

Tree algorithms against KDD-cup dataset. 

Author [3 Presented a comprehensive analysis on Probe 

attacks, by applying various popular machine learning 

techniques such as Naïve Bayes, SVM, Decision Trees 

etc. Author used KDDcup99 data set to build the model. 

Author proposed three layers architecture for detection of 

probe attacks. Principal Component Analysis is used for 

dimensionality reduction. Author removed duplicate 

samples from the training data set. Here author compared 

the performance of each classifier with the help of a line 

chart. 

In [4] authors said The Intrusion detection system deals 

with large amount of data which contains various 

irrelevant and redundant features resulting in increased 

processing time and low detection rate. Therefore feature 

selection plays an important role in intrusion detection. 

There is various feature selection methods used. Author’s 

comparer the different feature selection methods are 

presented on KDDCUP’99 dataset and their performance 

are evaluated in terms of detection rate. Feature selection 

can reduce the computation time and model complexity. 

The authors [5] have proposed to use data mining 

technique including classification tree and support vector 

machines for intrusion detection. Utilize data mining for 

solving the problem of intrusion because of following 

reasons: It can process large amount of data. User’s 

subjective evolution is not necessary, and it is more 

suitable to discover the ignored and unknown information. 

Machine learning based ID3 and C4.5 two common 

classification tree algorithms used in data mining. Author 

said C4.5 algorithm is better than SVM in detecting 

network intrusions and false alarm rate in KDD CUP 99 

dataset. 

Author [16] discuss about the attacks and prevent them 

For using, machine learning approaches. Network based 

IDS used Naïve bayes classifier this result improve the 

performance of Classifier.   

Authors [17] discuss that anomaly detection is important 

to detect and prevent the security attacks. The early 

research mainly focuses on commercially Intrusion 

Detection Systems (IDS) that are mostly signature-based. 

Kyoto 2006+ data set evaluate the performance of these 

techniques. Result of this work is that this particular data 

set, most machine learning techniques provide higher than 

90% precision, recall and accuracy. 

III. NSL KDD DATA SET  

In Earlier days the researcher focused on DARPA dataset 

for analyzing intrusion detection [13]. It consist of seven 

weeks of training and also two weeks of testing raw 

tcpdump data. The main drawback is its packet loss. The 

refined version of DARPA dataset which contains only 

network data (i.e. Tcpdump data) is termed as KDD 

dataset [11]. Which consist on 5 million single connection 

for training records and 2 million connection for testing. 

Due to its huge size the researcher used on 10%% of 

dataset to analysis intrusion accuracy which affects the 

performance of the system, and results in a very poor 

estimation of anomaly detection approaches. To solve 

these issues, a new data set as, NSL-KDD [9] is proposed, 

which consists of selected records of the complete KDD 

data set. The advantage of NSL KDD dataset is 1. No 

redundant records in the train set, so the classifier will not 

produce any biased result 2. No duplicate record in the test 

set which have better reduction rates. 3. The number of 

selected records from each difficult level group is 

inversely proportional to the percentage of records in the 

original KDD data set. The training dataset is made up of 

21 different attacks out of the 37 present in the test 

dataset. The known attack types are those present in the 

training dataset while the novel attacks are the additional 

attacks in the test dataset i.e. not available in the training 

datasets. 

A. Feature selection 

Due to the large amount of data flowing over the network 

real time intrusion detection is almost impossible. Feature 

selection can reduce the computation time and model 

complexity. Basically feature selection is a technique of 

selecting a subset of relevant/important features by 

removing most irrelevant and redundant features from the 
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data for building an effective and efficient learning model 

[11]. 

IV.  PROPOSED WORK 

Many research in machine learning community has 

addressed the strategy for improve the performance of 

attack detection system. Intrusion Detection Systems 

(IDSs) are designed to defend computer systems from 

various cyber attacks and computer viruses. IDSs build 

effective classification models or patterns to distinguish 

normal behaviors from abnormal behaviors that are 

represented by network data. To classify network 

activities as normal or abnormal while minimizing 

misclassification .To defend computer systems from 

various cyber attacks and computer viruses. In this 

approach we proposed a classification formwork model 

based on preprocessing and re sampling that uses the Tree 

machine learning classifier for classification.  

V. FRAMEWORK OF THE PROPOSED 

CLASSIFICATION MODEL 

In framework of the proposed model uses NSL Dataset. 

Firstly applying preprocessing & resample the dataset. 

After that get preprocessed dataset now applying feature 

selection technique in preprocessed data.  

Now   going to classification part and divide the training 

and testing data, applying classification technique in 

trained data and evaluate the result. Same procedure is 

applying in three tree machine learning classifier (J48, 

Random forest, Random Tree) and measure result.  

Parameter of the performance measures in the terms of 

high detection rate, low false alarm rate, less training and 

testing time, and high accuracy.  

 

Figure 1. Framework of the system 

VI.  EXPERIMENTAL SETUP 

Weka 3.8.1 tool is used for experimental purpose. 

Waikato Environment for Knowledge Analysis (Weka) is 

open source software. It is a data mining/machine learning 

tool developed by Department of Computer Science, 

University of Waikato, New Zealand. The simulation is 

done for proposed framework is step by step first parts the 

simulation is done for preprocessing parts. In second part 

the proposed framework is simulated and tested for 

preprocessed data obtained by proposed technique using 

machine learning classifiers. 

VII. RESULT ANALYSIS 

Experiment shows the performance of proposed 

classification framework. Table 1.1 shows the accuracy 

rate and error rate of proposed method on different 

classifier. Proposed method has accuracy given 99.56% 

and 0.43 error rate, detection rate of proposed method has 

85.78% and false alarm rate 0.45%. We compare the 

result with other classifier, and NSL KDD dataset. Table 

1.1 shows the result. Comparison result shows that 

classification performance of machine learning classifier 

using proposed method is better that traditional method of 

classification in terms of various parameters.   

Comparison result shown in table 1.1.   

 

Table 1.1 Comparison Result  

 

Graph 1.2 Comparison Graph  
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VIII. CONCLUSION 

In this paper, Classification model using Machine 

Learning technique have been proposed in terms of 

accuracy, detection rate, false alarm rate and accuracy for 

four categories of attack under different percentage of 

normal data. The purpose of this proposed method 

efficiently classify abnormal and normal data  by using 

very large data set and detect intrusions even in large 

datasets with short training and testing times.  Most 

importantly when using this method redundant 

information, complexity with abnormal behaviors are 

reduced. Finding of this research is get high accuracy for 

many categories of attacks and detection rate with low 

false alarm. The proposed method results compare with 

other tree machine learning technique to improve the 

performance of intrusion detection system. Experimental 

results and analysis shows that the proposed system gives 

better performance in terms of high detection rate, low 

false alarm rate, less training and testing time, and high 

accuracy.  
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