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Abstract— we propose a |ow power content addressable memory
(CAM) employing a new algorithm. This is based on a parity
based SCN. The proposed idea is based on the recently
developed parity based on SCN-CAM. The parity bit based CAM
design is consist of the original data segment and an extra one-
bit segment, derived from the actual data bits. We only obtain
the parity bit, i.e., odd or even number of “1”s. The obtained
parity bit is placed directly to the corresponding word. Thus the
new architecture has the same interface as the conventional
CAM with one extra bit.
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I. INTRODUCTION

Content-addressable memory (CAM) is a special type of
computer memory used in certain very-high-speed
searching applications. It is also known as associative
memory, associative storage, Or associative array, although
the last term is more often used for a programming data
structure. It compares input search data (tag) against a
table of stored data, and returns the address of matching
data[1] (or in the case of associative memory, the matching
data. Several custom computers, like the Goodyear
STARAN, were built to implement CAM, and were
designated associative computers.

Unlike standard computer memory (random access
memory of RAM) in which the user supplies a memory
address and the RAM returns the data word stored at that
address, a CAM is designed such that the user supplies a
data word and the CAM searches its entire memory to see
if that data word is stored anywhere in it. If the data word
is found, the CAM returns a list of one or more storage
addresses where the word was found (and in some
architectures, it also returns the contents of that storage
address, or other associated pieces of data)[2]. Thus, a
CAM is the hardware embodiment of what in software
terms would be called an associative array. Because a
CAM s designed to search its entire memory in a single
operation, it is much faster than RAM in virtually all
search applications. There are cost disadvantages to CAM
however. Unlike a RAM chip, which has simple storage
cells, each individual memory bit in a fully parallel CAM
must have its own associated comparison circuit to detect a
match between the stored bit and the input bit.

Additionally, match outputs from each cell in the data
word must be combined to yield a complete data word
match signal. The additional circuitry increases the
physical size of the CAM chip which increases
manufacturing cost. The extra circuitry also increases
power dissipation since every comparison circuit is active
on every clock cycle. Consequently, CAM is only used in
specialized applications where searching speed cannot be
accomplished using a less costly method. One successful
early implementation was a General Purpose Associative
Processor IC and System.

There are two basic forms of CAM: binary and ternary.
Binary CAMs support storage and searching of binary bits,
zero or one (0,1). Ternary CAMSs support storing of zero,
one, or don't care bit (0,1,X). Ternary CAMSs are presently
the dominant CAM since longest-prefix routing is the
Internet standard. Figure 1 shows a block diagram of a
simplified 4 x 5 bit ternary CAM with a NOR-based
architecture. The CAM core cells are arranged into four
horizontal words, each five bits long. Core cells contain
both storage and comparison circuitry. The search lines run
vertically in the figure and broadcast the search data to the
CAM cells. The match lines run horizontally across the
array and indicate whether the search data matches the
row's word. An activated match line indicates a match and
a deactivated match line indicates a non-match, called a
mismatch in the CAM literature. The match lines are inputs
to an encoder that generates the address corresponding to
the match location.

The parity bit based CAM design is consist of the original
data segment and an extra one-bit segment, derived from
the actual data bits. We only obtain the parity bit, i.e., odd
or even number of “1”s. The obtained parity bit is placed
directly to the corresponding word. Thus the new
architecture has the same interface as the conventional
CAM with one extra bit. During the search operation, there
is only one single stage as in conventional CAM. Hence,
the use of this parity bits improve the power performance.
In the case of a matched in the data segment the parity bits
of the search and the stored word is the same, thus the
overall word returns a match. When 1 mismatch occurs in
the data segment, numbers of “1”’s in the stored and search
word must be different by 1. As a result, the corresponding
parity bits are different. Therefore now we have two
mismatches (one from the parity bit and one from the data
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bits). If there are two mismatches in the data segment the
parity bits are the same and overall we have two
mismatches. With more mismatches, we can ignore these
cases as they are not crucial cases. Since the driving
capability of the 2-mismatch word is twice as strong as that
of the 1-mismatch word, the proposed design greatly
improves the search speed.

Il. CAM REVIEW

A Content Addressable Memory (CAM) is a type of
memory that can be accessed using its contents rather than
an explicit address. In order to access a particular entry in
such memories, a search data word is compared against
previously stored entries in parallel to find a match. Each
stored entry is associated with a tag that is used in the
comparison process. Once a search data word is applied to
the input of a CAM, the matching data word is retrieved
within a single clock cycle if it exists due to the frequent
and parallel search operations, CAMS consume a
significant amount of energy.

SLU SLJ‘ SLL SLl‘ SL; SL;1 SL} SL_;?
| | | | | | | |

MLSA

] ~
] =
:._.
] =
?

L

1=
?

=

=
?
&

ML;

“1100™
—

Search Data Register

Figure 1. Simple example of a 4x4 CAM

Although dynamic CMQOS circuit techniques can result in
low-power and low-cost CAMSs, these designs can suffer
from low noise margins, charge sharing, and other
problems.

Content-addressable memories (CAMs) are hardware
search engines that are much faster than algorithmic
approaches for search-intensive applications. CAMs are
composed of conventional semiconductor memory (usually
SRAM) with added comparison circuitry that enables a
search operation to complete in a single clock cycle. The
two most common search-intensive tasks that use CAMs
are packet forwarding and packet classification in Internet
routers. | introduce CAM architecture and circuits by first
describing the application of address lookup in Internet

routers. Then we describe how to implement this lookup
function with CAM.

The figure 1. Shows the typical CAM. A search data word
is given which is of length four. This is applied to search
data register. This will store the input bits. These search
datas are applied to each search lines SLs, a common
match line ML is connected. MLs are highly capacitive and
a sense amplifier is connected to each ML in order to
increase the performance. Usually Binary CAMs are used.

I1l. RELATED WORK

Energy reduction of CAM can be done in cell level. In all
the papers before they have done using circuit. The paper
just before this was SCN based on CAM [1]. Here the data
bit is entirely divided in to set of 3 or 4. This is given to
CAM block. CAM blocks will check its availability in
SRAM and give corresponding address. But it is time
consuming and has power loss.
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Figure 2. Classical BCAM cell types
(@ 10T NOR. (b)9T NAND

Energy consumption can be reduced in circuit level. This is
done by reducing SL energy consumption by disabling pre
charge process and reducing ML pre charging. [18], [25]-
[28].
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But this will increase the delay while adding segments. A
high performance NOR type gate and power reducing
NAND type gate is used in order to make Hybrid CAM
[30]. Here ML is segmented in to two parts. It has 10
transistors and 9 transistors which is used in the
conventional CAM. This is explained in fig 2.

In the bank selection architecture [31], [32], the CAM
array is divided into equal banks. These banks are activated
in terms of added bits. These extra bits are decoded in
order to determine which bank is selected. But here much
comparison occurs. So time delay increases and power
consumption In asynchronous architecture
proposed [15] consecutive search data matches; it operates
based on delay of matching. But the cycle time drastically
increases, SO the delay increases. Asynchronous
architecture is more susceptible to process variations while
comparing synchronous architectures.

increases.

IV. PARITY BASED SCN-CAM ALGORITHM

The parity bit based CAM design is consist of the original
data segment and an extra one-bit segment, derived from
the actual data bits. We only obtain the parity bit, i.e., odd
or even number Of “1”s. The obtained parity bit is placed
directly to the corresponding word. Thus the new
architecture has the same interface as the conventional
CAM with one extra bit. During the search operation, there
is only one single stage as in conventional CAM. Hence,
the use of this parity bits improve the power performance
shown in fig 3. In the case of a matched in the data
segment the parity bits of the search and the stored word is
the same, thus the overall word returns a match. When 1
mismatch occurs in the data segment, numbers of “1”s in
the stored and search word must be different by 1.
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Figure 3. Block diagram of Parity based SCN

As a result, the corresponding parity bits are different.
Therefore now we have two mismatches (one from the
parity bit and one from the data bits). If there are two
mismatches in the data segment the parity bits are the same
and overall we have two mismatches. With more
mismatches, we can ignore these cases as they are not
crucial cases. Since the driving capability of the 2-
mismatch word is twice as strong as that of the 1-mismatch
word, the proposed design greatly improves the search
speed. There are two types of parity. Even parity and odd
parity .we keep one extra bit for storing parity. Already one
parity will be stored in the CAM memory. This will

compared by the parity derived from the input data. The
main advantage by comparing SCN based CAM is
reduction of time delays and reduction in power.
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Figure 4. SCN based classifier

Parity logic is added along with the input. Parity is
determined depending up on number of ones. First of all
we trained the classifier with data bits associated with
input data. The SCN-CAM is divided in to several sub
blocks. By applying input enable signal is given to
classifier. For example, if the input is 16 bit, by adding an
even or odd parity the length will be 17. This is given to
SCN classifier. Now it is splitted to group of four or three.
Then compare it with the stored bits and give the required
address.
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Figure 5. Search Speed Boosting With a Parity Bit

Comparisons can be reduced by using parity based SCN.
The fig.4 shows Parity based SCN classifier. This consists
of two parts, P1 and pll. The input tag is splitted to g
equal parts and training and decoding is done. Each section
is of ¢ size. It is calculated using c=g/log(l) . Each sub
block consists of | neurons and p11 consists of M neurons.

The Parity classifier in SCN-CAM architecture generates
the compare-enable signal(s) for the CAM sub-blocks
attached to it. The architecture of the SCN-based classifier
is shown in Fig. 6. It consists of ¢ k-to-1 one-hot decoders,
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¢ SRAM modules of size 1xM each, M c—input AND gates,
M/C C—input OR gates, M/C 2-input NAND gates and a
parity bit. Each row of an SRAM module stores the
connections from one tag to its corresponding output
neuron depends on parity. Each reduced-length tag of
length g is thus divided into ¢ sub tags of k bits each,
where each sub tag creates the row address of each SRAM
module.

SCN
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Figure 6. Architecture of Parity based SCN classifier

Training, decoding and updating are the 3 operations done
here. During training process, SRAM will store connection
value between input data and the output address. The
decoding process is implemented using the structure of the
SRAM modules, and the c-input AND gates. To update an
entry after deletion, the new entry added to the network
using the above approach. Finally the modified row is
given to the SRAM block.

V. EXPERIMENTAL RESULT

Here VHDL is used as the coding language and it is a
hardware description language used in electronic design
automation to describe digital mixed signal systems such
as field programmable gate arrays and integrated circuits.
It is developed by the U.S Department of Defense in order
to document the behavior of the ASIC’s and can be used as
a general purpose parallel programming language. Here in
the proposed work simulation can be done using modelsim
and comparison can be done using Xilinx. Modelsim is a
multi-language HDL simulation environment used for
simulation of much hardware description languages such
as VHDL, verilog and system C and is developed by
Mentor Graphics.

Fig 7 shows the simulation result of Parity based SCN-
CAM. The parity bit based CAM design is consist of the
original data segment and an extra one-bit segment,
derived from the actual data bits. We only obtain the parity
bit, i.e., odd or even number of “1”s. The obtained parity

bit is placed directly to the corresponding word. By
comparing each input data and stored data output address
is obtained.
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Figure 7.Simulation result for Parity based SCN-CAM
VI. CONCLUSION

In this paper, the algorithm and the architecture of a low-
power CAM are introduced. The proposed architecture
(Parity based SCN-CAM) employs an associativity
mechanism based on a recently developed family of
associative memories based on SCNs. Parity based SCN-
CAM is suitable for low-power applications, where
frequent and parallel look-up operations are required. It
employs an Parity input, SCN-based classifier, which is
connected t0 several independently compare-enabled CAM
sub-blocks, some of which are enabled once a tag is
presented to the SCN-based classifier. By using
independent nodes in the output part of SCN-CAM’s
training network, simple and fast updates can be achieved
without retraining the network entirely. With optimized
lengths of the reduced-length tags, Parity based SCN-CAM
eliminates most of the comparison operations. It reduces
timing delays and increases the performance. It reduces the
power consumption.
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