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Abstract — Privacy preserving data mining addresses the issues
related to maintaining the data privacy while publishing the data.
The privacy of the exact data is maintained by publishing the
perturbed copies of the data. Traditionally the data is perturbed by
mixing the Gaussian noise data. The level perturbation is depends
upon the trust (the more trusted a data miner can access the less
perturbed copy of the data) on the party for which the data is
required to generate. In practical situations the same data is
perturbed for different level of trusts (for different uses) or same
level of trusts, such situations arise the threat on security of data
that may cause estimation of accurate data (especially when
multiple copies of data mixed with Gaussian noise are available)
from these copies by advance computational algorithm like Linear
Least Squares Error (LLSE). This paper presents a nonlinear
system based chaotic signal generator for perturbation of original
data the complex characteristics of the chaotic signal makes it
difficult for the estimators to estimate original data because the
estimators works on the known noise probability distribution
function (PDF). The simulation result shows that the proposed
algorithm gives higher estimation error when compared with
traditional algorithms.

Keyword — Multilevel Trust, Data Security, Signal Estimation,
Chaotic System.

I. INTRODUCTION

The data preserving mining is used where the data owners
need to export/publish/outsource the private data (such as
network traffic, financial and health care). Data perturbation
techniques are the most popular and simple models for
privacy sensitive data in Privacy preserving data mining
applications (PPDM). It is low computational cost and
simplicity makes it convenient for such applications. In
general the perturbation procedure is described as when the
data owner needs to provide their sensitive data to service
providers that are not within the trust boundary it randomly
changes in the private data in a way that removes the
sensitive information while preserves the particular data
property that is critical for analysis the data models. In
present many perturbation techniques are available, among
which the most typical ones are randomization approach and
condensation approach.

II. RELATED WORK

The data mining is one of the very popular data intensive
tasks, Privacy preserving data mining (PPDM) for the
outsourced data has become an important enabling
technology for utilizing the public computing resources
many proposals are published in the related fields some of
them are discussed in this section. Kun Liu et al [2] explore
Independent Component Analysis as a possible tool for
breaching privacy in  deterministic = multiplicative
perturbation-based models such as random orthogonal
transformation and random rotation and proposed an
approximate random projection-based technique to improve
the level of privacy protection while still preserving certain
statistical characteristics of the data. Yaping Li et al [5]
proposed Multi-level Trust in Privacy Preserving Data
Mining in which they provide the solution against diversity
attacks which applied for data miners who have access to an
arbitrary collection of the perturbed copies can be jointly
used for reconstructing the pure data more accurately than
the best effort using any individual copy in the collection.
Geometric data perturbation is proposed by Keke Chen et al
[6] they argue that selectively preserving the task/model
specific information in perturbation will help achieve better
privacy guarantee and better data utility. This type of such
information is the multidimensional geometric information,
which is certainly utilized by many data-mining architectural
models. To preserve that information in data perturbation,
they propose the Geometric Data Perturbation (GDP) method.
Michael M. Groat et al [7] present introduce
multidimensional adjustment, a method that reduces the
increase of error associated with earlier work for privacy-
preserving participatory sensing scheme for
multidimensional data which uses negative surveys. Glenn M.
Fung et al [8] proposed linear programming based
approximation, which is public but doesn’t reveal the
privately held data matrix A, has accuracy comparable to that
of an ordinary kernel approximation based on a publicly
disclosed data matrix A. Privacy preserving technique using
Non-metric Multidimensional Scaling is proposed in [9],
which not only preserves privacy but also maintains data
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utility for Support Vector Machine (SVM) classification.
Antoine Boutet et al [11] propose a mechanism to preserve
privacy while leveraging user profiles in distributed
recommender systems. Their approach relies on (i) an
original obfuscation mechanism hiding the exact profiles of
users without significantly decreasing their utility, as well as
(i1)) a randomized dissemination algorithm ensuring
differential privacy during the dissemination process. An
overview of project PREDICT (Privacy and Security
Enhancing Dynamic Information Collection and monitoring)
is presented by Li Xiong et al [12]. The overall aim of the
project is to develop a framework with algorithms and
mechanisms for privacy and security enhanced dynamic data
accumulation, aggregation, and analysis with feedback loops.

III. RANDOM PERTURBATION TECHNIQUE

For the sake of perfection, now briefly review the random
data perturbation technique indicated in [13][16] for hiding
the original data (protection against reconstruction of original
data) while static being able to estimate the prime
distribution.

A) Data Perturbation Technique

The random data perturbation technique attempts to preserve
data privacy by modifying values of the sensitive attributes
by using a randomize process [2].The authors find out two
presumable approaches, Value class membership and Value
distortion approach, the data owner returns a value ui + v,
where ui is the original data and v is a random noise
generated by chaos signal generator and generated from the
particular distribution. Mostly we used uniform distribution
over an interval [-a, a] and Gaussian distribution with mean
. The n pure data values ul,
u2, u3, ud......ui are viewed as receipt of n independent and
identically distributed random variables Ui, i=1, 2, 3, 4, n
each are same distribution as that the random variable U. In a
manner to perturb the data as n independent samples v1, v2,
v3, v4......vn are drawn form a distribution. The data owner
provides a perturbed values ui + vi and a cumulative
distribution function Fv(r) of V. The data reconstruction
problem is estimate the noise distribution Fu(x) of the
genuine data, from the noisy data.

u =and standard deviation

B) Estimate the distribution function from Perturb
dataset

In this paper authors [13][16] counsel the under mentioned
technique to estimate the distribution FU(u) of U, disposed
independent samples ui + vi and Fu(V). By using bayes rule,

the posticous distribution function FU (u) of U. Given that U
+ V=w can be under mentioned

Fy(u) =

Differentiation of F’U (u) with respect to u yields the density
function

fv(w —u) fu(u)
[0 fv(w —2) fu(z)dz’

fo(u) =

Where F,(.)and F.(.} indicate the probability density
function (PDF) of & and Vrespectively. If we take a data
.1 in that behalf
posticous distribution can be acquired by averaging

independent sample u; + 17,1 =123 .

o s =) fu )
=3 3 o

For adequately most samples n we expect the density
function which is indicated above that are close to the real
density function FU (u). In practically the true density
function FU (u) is unaware, we require to changes in right
hand side in equation 1. The counsel a stepwise process
where each step j= 1,2,3,4......the posticous density function

f_-‘--i._:'i are estimated at step j-1 is used in equation 1.for
initialization of the iteration we use the uniform density
function for speedup of a computations, the authors also
confer approximations of the beyond procedure.

IV. CHAOTIC SYSTEM

Chaos is the science of daze, of the nonlinear and the
unpredictable. It teaches us to hope the unexpected. While
most conventional science deals with presumedly predictable
phenomena like gravity, electricity and chemical reactions,
Chaos theory compromise with nonlinear things that are
effectively impossible to predict or control, like
discomposure, weather, the stock market, our brain
conditions, and so on. These phenomena are often described
by mathematics, which captures the infinite complexity of
the nature. Chaotic system completely dependent on initial
states a more rigorous way to express this is that small
changes in the initial conditions lead to drastic changes in the
results.

A) Chaotic Behaviour of Electric Circuit
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Electronic circuits can generally be linear or nonlinear. As no
complete linearity exists in the real world, all circuits are
actually nonlinear. Their analysis is usually mathematically
difficult as it is linked to solving non-linear differential
equations.

Different chaotic circuits have been mentioned in numerous
scientific articles. These are simple RLC-circuits, various
oscillators, flip-flops, capacitive-trigger circuits, digital
filters, power supplies and power circuits, adaptive filters,
converters.

Among the chaotic circuits the most established one being an
object of numerous scientific activities (Chua et al, 1993), is
the Chua's oscillator. Kennedy asserts (Kennedy, 1993a,
1993b) that the Chua's oscillator is the only physical system
for which the presence of chaos has been established
experimentally, confirmed numerically (with computer
simulations) and proven mathematically (Chua et al, 1986)
[14].

The behaviour of chaotic circuits is orderly disordered.
Experiments show that in specific conditions (chosen
parameters, initial conditions, input signals etc.) almost all
electric and electronic circuits behave chaotically. Chaotic
circuits and other kinds of chaotic systems have certain
common characteristics like: high sensitivity to initial
conditions, positive Lyapunov exponents, bifurcations,
fractals, chaotic attractors, etc.When using this kind of
systems in cryptography, these characteristics hence
transferred into cryptosystems [14].

B) Colpitts Oscillator as Chaotic System
1) Circuit Model

We consider the classical configuration of the Colpitts
oscillator containing a bipolar junction transistor (BJT) as the
gain element and a resonant network consisting of an
inductor and a pair of capacitors, as illustrated in Fig. 1. Note
that the bias is provided by the current source characterized
by a Norton-equivalent conductance According to the
qualitative theory in nonlinear dynamics; we select a minimal
model for the circuit. The idea here is to consider as simple a
circuit model as possible which maintains the essential
features exhibited by the real collpitts oscillator [15].

2) Modelling

For the analysis of colpitts oscillator as chaotic system it is
necessary to consider nonlinearities in the behaviour of

transistor. In the system it is maintained by characterizing the
B-E junction of transistor as follows

a) We model the V-1 characteristic of with an exponential
function are namely

if Ve > Vr (1)

Where I:is the inverse saturation current and 25mV at room
temperature, and V5. = 0.7V,

3) State Equations

The state equations for the schematic in Fig. 1 are the
following:

oY vy w1,
1 fVe )+ 1k
Ve,
Gyt =I— Iy
dl ) ) i
LT; =—Ve, — Ve, — RIL + Vee (2)

Where is the driving-point characteristic of the nonlinear
resistor. This characteristic can be expressed in the form
Ig = f(Ve,) = f(=VBE) and, in particular, from (1) it
follows that

f(Ve,) = Isexp (—Vb")

Vr

This circuit works as chaotic generator when the values of
component is selected as,
€y =1opf.C:=

200.1 = 100uH .V,

The waveforms of the generated signal from the above
configurations are shown in figure 2 and 3.
V. PROPOSED ALGORITHM
The Proposed work can be described as follows:
Step 1: Initialization of the system by providing the

information about the number of copies to be generated (N),
level of trust and distribution of trust amongst the copies.
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Step 2: Generate the N sets of 3 dimensional vectors using
Gaussian PDF; these numbers will be used as the initial
conditions for the collpitts oscillator.

Step 3: Read the Original copy of the data to be published.
Step 4: Determine the length of the dataset.
Step 5: calculate the power of the original data set.

Step 6: generate the N chaotic signal of same length using
collpitts oscillator for each perturbed copy using the initial
conditions generated at step 2.

Step 7: Normalized the power of each of the generated
chaotic signal.

Step 8: to generate perturbed copies, add the chaotic signal
with original data after multiplying it with factor F = (1 -
Trust Level)

VI. SIMULATION RESULTS

For the simulation and analysis we have taken the dataset of
Age, Iris, Income and Wisconsin from CENSUS [1].

Age (Original Data) Income (Original Data)
1
Dsm l
D
Itis (Original Data) Wisconsin [Original Data)

1 1
DEW DSWMM“
D

Figure 4: original plots of datasets used

Scenario 1:
Number of perturbed copies = 5
Trust Level = 0.9

Trust Distribution = Constant

Age (Perturbed Copies)
14 14

Income (Perturbed Copies)

0 a0 100

Iris (Perturbed Copies) Wiscansin (Perturbed Copies)

0 a0 100

Figure 5.1: Perturbed copies of each input dataset for the
current scenario.

Age Income

Figure 5.2: plot of estimated data using LLSE (in blue) for
the original data.

Table 1: MSE comparison for different techniques:

Dataset Standard | Previous|[5] | Proposed
Age 0.0020 0.0024 0.0076
Income 0.0018 0.0023 0.0079
Iris 0.0023 0.0023 0.0079
Wisconsin 0.0023 0.0023 0.0078
Scenario 2:

Number of perturbed copies = 5
Trust Level = 0.9
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Trust Distribution = Random

Age (Perturbed Copies)

Incorme (Perturbed Copies)

Figure 6.1: Perturbed copies of each input dataset for the

current scenario.

Age

Income

Wisconsin

Figure 6.2: plot of estimated data using LLSE (in blue) for

the original data.

Table 2: MSE comparison for different techniques

Dataset Standard | Previous[5] | Proposed
Age 0.00506 0.0099 0.0389
Income 0.00402 0.0100 0.0403
Iris 0.00476 0.0099 0.0398
Wisconsin |, 0555 0.0100 0.0405

VII. CONCLUSION

As the importance of preserving privacy in data mining
already discussed in section 1. Randomized techniques
perform an important role in this paper. In this paper discuss
the estimation problems that these techniques maintain the
sensitive data privacy. This paper we proposed a chaotic
system based data perturbation technique with multilevel
trust that may find wider application in developing a new
approach to preserve a sensitive data privacy in better than
previous algorithm. The analysis showed that it is relatively
very difficult to crack the privacy of the original data offered
by the proposed method when compared with random
perturbation based techniques especially when the number of
published perturbed copies of same trust level increases. It
also provided practical results with different types of dataset
and scenarios which showed that the proposed algorithm
outperforms the previous algorithm by almost three time’s
better security (refer to table 1 and 2).

The proposed work uses a chaotic based noise generator.
While the chaotic system generates highly unpredictable
noise, it contains a couple of differential equations and
needed to be solved for each point of the required number of
solution points. The solution of these equations may be time
consuming and complex hence in future selection algorithm
for best chaotic system depending upon required complexity
and time can be developed.
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