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I. INTRODUCTION

These wavelet-based image/video compression algorithms
(SPIHT and STW) are considered as refined versions of the
seminal EZW algorithm The 3D-Set Partitioning in
hierarchical trees (3D-SPIHT) technique which is proposed
by Kim and Pearlman is the extended form of SPIHT
coding algorithm, in which the relationship among
coefficients lying in different frequency bands is based on
octal tree structure rather than quad-tree structure. The
most enhanced image compression algorithm is the
Adaptively Scanned Wavelet Difference Reduction
(ASWDR) algorithm proposed by Walker, ASWDR
technique adjusts the scanning order used by Wavelet
Difference Reduction (WDR) algorithm, so as to predict
locations of new significant values. The WDR method
employs a fixed ordering of the positions of wavelet
coefficients. Thus, ASWDR technique achieves high
compression than WDR while retaining all of the important
features of WDR such as low complexity, region oOfinterest
(ROI) capability and progressive SNR capability. The rate
of compression achieved is largely determined by the
encoding technique and the number of encoding loops
used. Thus, in this paper the most powerful wavelet-based
compression technique is identified by presenting a
comparative study of the various approaches.

Il. PERFORMANCE MEASURES

When the compression is l0ssy in nature, the decompressed
image may not be the same as the original image.
Achieving a high compression ratio leads to a loss of more
details in the image. The challenge of compression
methods is to find the best compromise between a high
compression ratio and a good perceptual result. The metrics
used to compare the various image compression techniques
are the Compression Ratio (CR), Mean Square Error
(MSE), Peak Signal to Noise Ratio (PSNR), Maximum
Error, L2-Norm Ratio and Bits Per Pixel (BPP).

Compression Ratio:

Compression Ratio measures the efficiency of the
compression algorithm by computing the percentage of

compression achieved. The Compression Ratio CR, means
that the compressed image is stored using only CR% of
the initial storage size. It is defined as the number of
elements in the compressed image divided by the number
of elements in the original image.

Peak Signal to Noise Ratio:

Peak signal-to-noise ratio (PSNR) is a measure of the peak
error in decibels. PSNR is meaningful only for data
encoded in terms of bits per sample or bits per pixel. The
PSNR is most commonly used as a measure of quality of
reconstruction of lossy compression codecs. The signal in
this case is the original data, and the noise is the error
introduced by compression. When comparing compression
codecs, it is used as an approximation to human perception
of reconstruction quality, therefore in some cases one
reconstruction may appear to be closer to the original than
another, even though it has a lower PSNR (a higher PSNR
would normally indicate that the reconstruction is of higher
quality). One has to be extremely careful with the range of
validity of this metric; it is only conclusively valid when it
is used tocompare results from the same codec (or codec
type) and same content. The higher the PSNR, the better
the quality of the reconstructed image. Typical values for
lossy compression of an image are between 30 dB and 50
dB [2]. When the PSNR is greater than 40 dB, then thetwo
images are indistinguishable. The PSNR can give an
approximate index of image quality,but by itself it cannot
make a comparison between the quality of two different
images. It is possible, indeed, that an image with a lower
PSNR might be perceived as an image of better quality
compared to one with a higher signal to noise ratio.

I1l. PROPOSED ANALYSIS

In this analysis the effect of changing the entropy encoding
algorithms on the performance measures is analyzed. From
the previous analysis it is clear that the best result is
produced fornumber of encoding loops equal to 9. Thus, in
this analysis the number of encoding loops is fixed as 9,
the type of wavelet used is Haar and the encoding method
is varied and its effect on compression parameters is
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analyzed as shown in figure 2. Entropy Encoding
Algorithms (Compression Algorithms) are divided in three
categories: 1. Progressive Coefficients Significance
Method (PCSM) 2. Coefficients Thresholding Method-1
(CTM-1) and 3. Coefficients Thresholding Method -2
(CTM-2). Under each category various algorithms are
available and Table 1 shows various compression
algorithms under each category. The compression
algorithms are explained in detail in the following section.
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Fig. 2. Flow diagram of Proposed Analysis SPIHT

Pearlman were able to greatly improve the EZW algorithm,
significantly increasing its compressive power. The SPIHT
coder is a highly refined version of the EZW algorithm
and is a powerful image compression algorithm that
produces an embedded bit stream from which the best
reconstructed images in the mean square error sense can be
extracted at various bit rates. Some of the best results-
highest PSNR values for given compression ratios -for a
wide variety of images have been obtained with SPIHT.

Hence, it has become the benchmark state-of-the-art
algorithm for image compression.

IV. SPATIAL-ORIENTATION TREE WAVELET

The Spatial Orientation Tree Wavelet (STW) employs a
diverse approach in coding the information of zerotree. A
zerotree have insignificant wavelet transform values at
each of its locations for a given threshold T. Zerotree is a
tree of locations in the wavelet transform with a root say [j,
k], and its descendants (children) located at [2], 2K], [2j+1,
2k], [2j, 2k+1], and [2j+1, 2k+1], and each of their
children, and so on. STW is more vigilant in its
organizationof coding outputs than the Embedded Zerotree
Wavelet (EZW) [12] and SPIHT algorithm. In EZW, the
root location is marked by encoding only one symbol for
the output R or | as described in. Consequently, in EZW,
the zerotrees provide narrow descriptions of the locations
of insignificant values. The different approach used in
STW is the use of a state transition model.

* Partial ordering by magnitude of 3 D wavelets
transformed video with a 3d set partitioning algorithm

* Ordered bit plane transmission of refinement bits, and
the SPIHT algorithm. It will be easier to explain SPIHT
using the concepts underlying STW.

* The only difference between STW and EZW is that
STW uses a different approach to encode the zero tree
information. STW uses a state transition model. From one
threshold to the next, the locations of transform values
undergo state transitions.
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Fig. 2 Original image

The simulation results of image compression by applying
the embedded zero tree Wavelet (EZW), Set Partitioning In
Hierarchical Trees (SPIHT), Wavelet Difference Reduction
(WDR), Spatial-orientated Tree Wavelet (STW),
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Partitioning and Adaptively Scanned Wavelet Difference
Reduction (ASWDR) algorithms various comparisons are
obtained on the basis of PSNR and MSE and
compression ratio (CR) values for the particular bit-per-
pixel (BPP) ratio. For this purpose, we use the picture of
pers. The original medical image isshown in Fig. and the
compressed black and white images are shown in Figs.

Fig.7 ASWR

Fig. 8 SPIHT

Table 1 and 2 show the values of PSNR and MSE for the
different algorithms considered in this paper when CR and
BP is approximately black and white image consider 1.3
and 0.3 respectively for TABLE 1 and for TABLEL color
image CR and BPP is 2.5 and 0.6 respectively.

Table 1. Pure-fractal image compression

Exp # Dpmain | PSNR | CR | Time(s)
block size
1 2*2 52.2 | 6.33 256
2 4%4 41.10 |26.11 58
3 8*8 34.12 | 130 13
4 16*16 30.22 | 692 1.99

Table 2 Numerical results of Wavelet-fractal image

compression algorithm

Exp# | PSNR (db) CR Time (S)
5 29.82 333 105
6 36.66 24.22 726
7 31.88 101.21 78.66
8 32.55 65 12.21
9 37.15 17.2 156.33
Table 3 Overall results of implemented fractal methods
Technique PSNR CR
Semi lossless pure Fractal 52 6.11
Lpssy Quality pure Fractal |  30.23 690
Wavelet fractal tree 36 16.99
Wavelet fractal 31 333

Table 4 Compression eye image

Algorithm MSE (%) PSNR(db)
EZW 18.1991 35.5303
SPIHT 11.9975 37.3399
STW 18.0313 35.5705
WDR 18.1991 35.5303
ASWR 19.1991 35.5303
SPIHT_3D 11.9983 37.3396
Table 5 Original image
Algorithm MSE(%) PSNR(db)
EZW 10.1915 38.0484
SPIHT 6.2820 40.1498
STW 9.9473 38.1537
WDR 10.1915 38.0484
ASWR 10.1915 38.0484
SPIHT_3D 6.2820 40.1498

In this paper, we have implemented and compared
techniques for image compression. These algorithms are
Embedded Zerotree Wavelet (EZW), Set Partitioning In
Hierarchical Trees (SPIHT), Wavelet Difference Reduction
(WDR), Spatial-orientated Tree Wavelet (STW), 3D-Set
Partitioning In Hierarchical Trees (3D-SPIHT) and
Adaptively Scanned Wavelet Difference Reduction
(ASWDR). With the help of these algorithms each image is
compressed and then decompressed. For the purpose to
compare image quality, we consider MSE and PSNR as
quality parameters. MAXLOOP is selected for
compression algorithms onthe basis of CR and BPP. We
select MAXLOOP by keeping two things in mind that we
require a low compression ratio and a better.
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Calculated performance, comparisons amongst the
algorithms are carried out. For a specific value of CR and
BPP the results of SPIHT technique are best among all
these techniques. It has low MSE and high PSNR values.
By the help of these algorithms, we sustain good
reproduction of the images as well as compression and
also, we can preserve the image quality. In future, many
methodological aspects like scale parameters, choice of the
mother wavelet, threshold values etc of the wavelet
technique will always require further investigations and
can lead for enhanced outcome.
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It is only conclusively applicable when it is used to
compare results from an equivalent codec (or codec type)
and same content. It is most simply outlined via the mean
squared error (MSE) which for two m x n images | and K
wherever one in every of the images is taken intoaccount a
noisy approximation of the other is outlined.
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Here, MAX1 is the maximum possible pixel value of the
image. When the pixels are represented using 8 bits per
sample, this is 255. More generally, when samples are
represented using linear PCM with B bits per sample,
MAXT1 is 2B—1. For color images with three RGB values
per pixel, the definition of PSNR is the same except the

PSNR = :n_log,,,[

MSE is the sum over all squared value differences divided
by image size and by three. For color images the image is
transformed to a different color space and PSNR is
reported alongside each channel of that color space.

Compression Ratio (CR) and Bit-Per-Pixel (BPP):

Compression Ratio (CR) provide the measure of achieved
compression is given by the and the Bit-Per-Pixel (BPP)
ratio. BPP CR and represent Bul. equivalent information.
CR indicates that the compressed image is stored using
CR% of the initial storage size while BPPis the number of
bits used to store one pixel of the image. The initial BPP is
8 for a grey scale image. The initial BPP is 24 for a true
color image, because 8 bits are used to encode each of the
three colors (RGB color space). Confront of compression
methods is to find the best compromise between a low
compression ratio and a perceptual result.

Peak Signal to Noise Ratio:

The higher the PSNR, the better the quality of the
compressed, Or reconstructed image.

2

R
PSNR =101 —
0910 MS

Where,
» 1(x,y) is the original image.

» I'(x,y) is the approximated version (which is actually
the decompressed image)

> M, N are the dimensions of the images. (M=Width,
N=height)

ANALYSIS: As shown in the above drawn comparison
chart the PSNR value for the image-I1 by using wavelet
difference reduction (WDR) is larger), so the chance of
error is lesser. While, the PSNR value for the image-1V by
using spatial time domain wavelet (STW) is lesser, so the
chance of error is higher.

Mean Square Error:

The lower the value of MSE, the lower is the error.

1 M N
MSE = - > 3 [166y) = I'@ )P

y=1x=1

Where, R is the maximum fluctuation in the input image
data type. For example, if the input image has a double-
precision floating-point data type, then R is 1. If it has an
8-bit unsigned integer data type, R is 255, etc.

Analysis:

As shown in the above drawn comparison chart the MSE
value for the image-11by using wavelet difference reduction
(WDR) is lesser, so the chance of error is lesser. While,
the MSE value for the image-1V by using spatial time
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domain wavelet (STW) is larger, so the chance of error is
higher.

Comparative analysis of compression ratio for with
respect 10 wavelets VS images compression ratio:

The following formula is used to find the value of
Compression Ratio:

Original Data

- Copmpressed Data
Or,

Actual BPP

CR = Reduced BPP

Analysis:

As shown in the above drawn comparison chart the CR
value for the image-1 by using spatial time domain wavelet
(STW) is lesser, so the image will take less space for
storage. While, the CR value for the image-IV by using
wavelet difference reduction (WDR) is larger, so the image
will take larger space for storage.

V. RESULT

In this report, the results of four different wavelet-based
medical image compression techniques are compared. The
effects of different values like PSNR, MSE, BPP & CR are
examined. The results of the different wavelet like EZW,
WDR, SPIHT & STW are compared by using four
parameters such as PSNR, MSE, BPP & CR values from
the reconstructed image. These compression algorithms
provide a better performance in picture quality at low bit
rates. These techniques are successfully tested in many
images. WDR technique provides high PSNR and low
MSE values when compared to the EZW, STW & SPIHT
technique.
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