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Abstract - In India and all over the world chronic kidney
disease (CKD) is an increasing and serious disease impacting
public health. The symptoms of CKD are often appearing too
late and many patients inevitably face pain and expensive
medical treatments. The ultimate treatment is frequent dialysis
or Kidney transplant. Early detection of disease through
symptoms can prevent the disease progression by referral to
appropriate health care services. Now days, Machine Learning
(ML) techniques have been widely used in healthcare sector.
ML techniques can help in identifying the potential risk by
discovering knowledge from medical reports of patient. Thus
helps in preventing the disease progression. In this paper review
the CDK prediction models which is based on machine learning
technique. The finding of the review is that several models for
detecting the risk of CKD are proposed by various authors
which is based on data mining (DM) technique. The use of
cloud platforms for data mining tasks is new research area in
the field of ML. Several literatures uses the platform confirms a
considerable performance improvement in running ML tasks.
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I. INTRODUCTION

The health care sector of the world is the most promising
sector nowadays, due to pandemic. Medical Instruments,
Medicines, hospital facility, and other required things are
lacking everywhere. In this bad situation, it is required to
enhance medical technology and its related research.
Chronic kidney disease (CKD) poses a serious burden of
disease worldwide with substantially increasing number of
patients being diagnosed. According to the study [1]
published in 2018 Global Burden of Disease study data
and methodologies to describe the change in burden of
CKD from 1990 to 2016 involving incidence, prevalence,
death, and disability-adjusted-life-years ~ (DALYS).
Globally, the incidence of CKD increased by 89% to
21,328,972, prevalence increased by 87% to 275,929,799,
death due to CKD increased by 98% to 1,186,561, and
DALYs increased by 62% to 35,032,384. Figure 1.1
showing the Google search results for CKD [2]. Also, the
cost related to CKD care is too high. So early detection
and identification of patients with increased risk of
developing CKD on the basis of symptoms can improve

care by preventive measures to slow disease progression
and timely initiation of nephrology care.

CKD is a known common disease, seen by the
nephrologists, specialists and practitioner in other fields
also.

Enormous complex data is being regularly received by
healthcare division about diseases, treatment, patients,
medical equipments, hospitals and claims etc. The data
requires processing for extraction of knowledge. Data
Mining is predominantly helpful in healthcare domain
when it is difficult to deal a disease with particular
treatment option. DM comprise of efficient techniques and
tools to apply on healthcare data for making appropriate
towards taking preventive
predicting risks of disease.

decisions measures and

Il. LITERATURE REVIEW

The research paper [1] authors employ experiential
analysis of ML techniques for classifying the kidney
patient dataset as CKD or NOTCKD. Seven ML
techniques together are utilized and assessed using
distinctive evaluation measures Such as mean absolute
error (MAE), root mean squared error (RMSE), relative
absolute error (RAE), root relative squared error (RRSE),
recall, precision, accuracy. The
experimental outcomes accomplished of MAE are 0.0419
for NB, 0.035 for LR, 0.265 for MLP, 0.0229 for J48,
0.015 for SVM, 0.0158 for NB Tree and 0.0025 for
CHIRP. Moreover, experimental results using accuracy
revealed 95.75% for NB, 96.50% for LR, 97.25% for
MLP, 97.75% for J48, 98.25% for SVM, 98.75% for NB
Tree, and 99.75% for CHIRP. The overall outcomes show
that CHIRP performs well in terms of diminishing error
rates and improving accuracy.

F-measure and

In paper [2] prediction is performed using Naive Bayes
Classifier and K-Nearest Neigbour algorithm. The data
used is collected from the UCI Repository with 400 data
sets with 25 attributes. This data has been fed into
Classification algorithms. The experimental results show
that Naive Bayes Algorithm gives an accuracy of 96.25%,
whereas KNearest Neigbour came up with an accuracy of
100%.
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In this paper [3], we conduct the statistical analysis,
Machine Learning (ML) and Neural Network application
on clinical data set of Uddanam CKD for prevention and
early detection of CKD. As per statistical analysis we can
prevent the CKD in the Uddanam area. As per ML analysis
Naive Bayes model is the best where the process model is
constructed within 0.06 seconds and prediction accuracy is
99.9%. In the analysis of NNs, the 9 neurons hidden layer
(HL) Artificial Neural Network (ANN) is very accurate
than other all models where it performs 100% of accuracy
for predicting CKD and it takes the 0.02 seconds process
time.

This paper review paper [4] the machine learning (ML),
deep learning (DL) and other intelligent cloud based
diagnosis models for the three diseases. A detailed
introduction to the cloud based healthcare system is also
provided. Besides, the reviews of the techniques are made
with respect to aim, underlying technique, diagnosed
disease and experimental results. At the end of the survey,
a detailed comparative study has also been made to
examine the possible future work for the readers.

The authors [12] synthesized systematic reviews of risk
prediction models for CKD and externally validated few
models for a 5-year scope of disease onset. Authors
worked on ~234 k patients’ data of UK. Seven relevant
CKD risk prediction models were identified. All models
distinguished well between patients developing CKD or
not, with Receiver Operating Characteristic curve (ROC)
around 0.90. But, it is concluded that most of the models
were poorly calibrated and substantially over-predicting
the risk.

The authors [13] predicted CKD using two classification
techniques: Naive Bayes and Artificial Neural Network
(ANN). The experiment is conducted using Rapidminer
tool over dataset containing 400 instances with 25
attributes including class. The dataset from UCI repository
[4] is used. The results [27] revealed that Naive Bayes
produced more accurate results than ANN.

In study [14] CKD is diagnosed with Adaboost Ensemble
Learning (EL) method. For diagnosis Decision tree based
classifiers is used. The classifier performance is evaluated
using several metrics including area under curve
(AUC).The main observation of paper [5] is that Adaboost
EL method provides better performance than individual
classification. The dataset from UCI repository [4] is used.

I1l. DATASET DESCRIPTION

In various research papers authors used the dataset for
experiment purpose. CKD dataset from UCI ML
repository [8] is used. The dataset includes 400 instances
with 24 attributes and a class attribute. The CKD dataset
used in this study is taken from the UCI Machine Learning
Repository [8]. The data was donated by Soundarapandian

et al. and collected for nearly 2-month period. The dataset
comprise of 400 samples represented by 11 numeric and
10 nominal attributes and a class descriptor which is also
nominal. Out of 400 samples, 250 samples belong to the
CKD group, and the other 150 samples belong to the non-
CKD group. Details are more discussed in [12].

IV. NEED ANALYSIS OF PREDICTION MODEL

Prevention is better than cure, diagnosis the disease has
done before damage increased the chances of survival
among people. Through detection a doctor can check and
lessen the effect of progression of disease. The
academicians utilize potential of Machine Learning (ML)
for getting insights by analyzing medical datasets. Data
scientists are in huge demand in healthcare researches. ML
has empowered wellness among people by analyzing the
data collected through various sources including reviews
by practitioners. Prediction data analytics based on ML can
enhance health prospects and discover the reasons of
diseases, by analyzing patient’s reviews, sSymptoms,
history and other related information in real-time.

In spite of various innovations and inventions in health
care sector worldwide, efforts t0 improve early detection
of CKD often remains less futile. Several academicians
and researchers in health care division worldwide are
working on the detection of CKD problem and trying to
develop efficient models to predict and classify the CKD
patient, so that the necessary care and preventive measures
can be provided to patient. The challenge of detecting
CKD risk is handled by data mining techniques that are
actually based on ML algorithms. Several models have
been developed to predict CKD onset, but most have not
been validated outside the setting in which they were
developed [5, 6]. We can say that, most of the models only
classify the disease as ‘CKD’ and ‘NOT-CKD’. So, there
is always a need for Prediction tools for early medical
diagnosis and detection.

To address the onset of diseases, researchers are applying
ML to principles of medical sciences. For this purpose
they are wusing data and information explosion.
Comprehensive disease classification means fitting the
people in suitable classes of disease or not-disease or
positive or negative. The prediction models are necessary
for easy diagnostics and finding symptoms. These models
can be also used as recommender systems t0 improve
lives. In past decade, several techniques are applied which
are reviewed in this paper.

The application of prediction models to extract large
medical datasets grows stronger with the extraordinary
raise in the patient logs. So, need of cloud platforms for
such tasks are established in next section. Such ML based
Prediction models are generally designed to gain insights
from large unstructured and structured datasets also.
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V. FINDING OF THE REVIEW

The finding of the review process is that despite various
innovations and in  health care sector
worldwide, efforts to improve early detection of CKD
often remains less ineffective. Several academicians and
researchers in health care division worldwide are working
on the detection of CKD problem and trying to develop
efficient models to predict and classify the CKD patient.
The challenge of detecting CKD risk is handled by data
mining techniques that are actually based on ML
algorithms. Several models have been developed to predict
CKD onset, but most of the models only classify the
disease as ‘CKD’ and ‘NOT-CKD’. So, there is always a
need for prediction tools for early medical diagnosis.

inventions

Also, the healthcare data is increasing at a large rate and
contain some noise in it. Hence there is a requirement of
large storage, memory and processing power t0 process
this data efficiently. The rapid advances allow us to access
large storage devices at low cost, on the other hand we
require RAM and Processors t0 manage and develop the
efficient methods to analyze such data. Analyzing such
critical data in reliable manner is another issue. The
complexities can be managed through Cloud Computing
platforms that provide computational resources on demand
and on pay-as-you-go model. The CC platform also
provides tools and languages for complete KDD
(Knowledge Discovery in Databases) process.

VI. CONCLUSION

A generalized prediction model for CKD risk detection is
needed which is based on machine learning technique and
implement in cloud platform. The model is having utility
in healthcare domain. The prediction model work will
definitely provide significant insight into risk prediction
for other diseases also. Health care data is increasing at a
large huge and contain some noise in it. Hence there is a
requirement Of large storage, memory and processing
power to process this data efficiently. Analyzing such
critical data in reliable manner is another issue. The
complexities can be managed through Cloud Computing
platforms that provide computational resources on
demand. The CC platform also provides tools and
languages for complete KDD process. The model can be
further tested for more parameters and extended for batch
prediction by supplying huge dataset.
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